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Abstract—We propose a new indoor tracking method which can be used on mobile nodes. Our method uses only the received signal strengths as input information and does not require a cinematic motion model to track the mobile node. We discuss in detail the features of our approach and its resulting algorithm. We evaluate the performances of our algorithm using a real signal map.

I. INTRODUCTION

Over the last decade, there has been a tremendous growth in the development of wireless local area networks (WLANs). This proliferation has contributed to an increasing interest in developing location aware technologies, i.e. devices capable of locating themselves, and, in turn, providing location aware services. A basic location aware service is the ability to answer the obvious question “where am I?” but also more complicated questions such as “Where is the nearest emergency exit?” This problem has several names: location sensing [1], location estimation, location identification, location determination, geo-location, and is named radio-location when it uses wireless technologies [2]. We are interested in indoor self-positioning systems based on the IEEE802.11 wireless technology. Our approach makes use of probabilistic techniques and our method works under the assumption that the received signals are considered as a Gaussian vector whose parameters (mean vector, covariance matrix) are known functions of the plane that have been pre-determined by measurement and cartography.

Our paper is organized as follows: after stating our problem and models, we describe our algorithm, show some of its properties, and finally we present some simulation results.

II. RELATED WORK

Indoor positioning systems based on 802.11 technology. In radio networks, many techniques are used for localization, including: Angle-Based techniques (Angle of Arrival), Lateration-Based techniques (Time of Arrival, Time Difference of Arrival), (RSS) Received Signal Strength based techniques. Angle and Lateration based techniques require capabilities (Hardware, software) which can not be found in a typical 802.11 network node; for example (Angle Based techniques) require directional antennas and a specific signal processing device; whereas 802.11 nodes are generally equipped with omnidirectional integrated antennas. In addition; the multipath propagation phenomenon, which is due to the indoor environment; disturbs the measurements of the directional antennas: and the case may arise when the received signal is not the direct line-of-sight signal, but a reflected one [2]. Moreover in 802.11 systems the time reference which is inherent to Lateration based techniques is of the order of 100 ns; which is insufficient to provide an accurate location [2]. Unlike the two previous approaches (Angle based and Lateration Based approaches), Received Signal Strength based techniques are more appropriate for indoor positioning systems, in fact the easy availability of the signal strength information in 802.11 terminals encourages the use of these techniques. RSS methods can be classified according to two criteria [2]: the first concerns the computational nature of the underlying localization algorithm, whether it is deterministic or probabilistic. The second criterion concerns where the signal strength measurements are collected; thus we may talk about a client-based system if the signal measurements are collected by the mobile node and we use the term infrastructure-based systems if the signals measurements are collected by the infrastructure. Some deterministic methods rely on propagation models to estimate the range to the transmitter. Other deterministic approaches use a radio signal map of the region of interest, which is a kind of radio profile of the region; which results in the region being divided into subregions (cells) and for each cell a signal strength vector is assigned. The estimation of the location is performed by minimizing the distance between The RSS vector (measured or transmitted) by the mobile node and all the RSSs vectors of the signals map. One of the best known deterministic methods in the literature is RADAR [3]. Examples of systems using deterministic client-based methods can be found in:[4],[3], and we can also find systems using deterministic infrastructure based methods in: [5]. Probabilistic methods consider the received signals as random processes, they also divide the area of interest into cells but instead of assigning a unique vector to each cell; each cell is assigned a probability density of the received signals, the received signals and the prior probability densities of the cells are used to compute the maximum likelihood or the maximum a posteriori of the position.

III. PROBLEM STATEMENT

We assume $k$ fixed nodes in the plane which are called anchored nodes. These nodes are similar to the Access Points of the infrastructure mode used in wifi networks [6]. We
consider a mobile node $A$ whose position on the map at time $t$ is the vector $z(t) = (x(t), y(t))$.

We denote by $v(t)$ the signal level sampling vector of mobile $A$ at the time $t$: $v(t) = (v_1(t), v_2(t), v_3(t), \ldots, v_k(t))$ where each component $v_i(t)$ represents the signal strength level in (dB) received by the mobile node $A$ from the anchored node $A_P$ at time $t$.

The basic localization problem consists in giving an evaluation of vector $z(t)$ via a vector $\hat{z}(t) = (\hat{x}(t), \hat{y}(t))$ at time $t$, given the past history of signal level vector $v(t)$. To do this we assume that the signal level vector is periodically sampled every $\delta_T$ time, and therefore we have the signal level vectors $v(k\delta_T)$ for every integer $k$ such that $k\delta_T \leq t$. Given this information we aim to get the estimate $\hat{z}(t)$ when $t$ is an integer multiple of $\delta_T$.

A. The Model

We will assume that at each point $z \in \mathbb{P}$ the signal level vector is a random Gaussian vector $v$ distributed as $\mathcal{N}(m(z), Q^{-1}(z))$ where: $m(z) = Ev$ is the expectation vector and $Q^{-1}(z) = E(v - m(z))(v - m(z))^T$ is the covariance matrix, therefore $Q(z)$ corresponds to the inverse covariance matrix; the Gaussian vector $v$ is distributed according to the density function:

$$p(u|z) = \sqrt{\frac{\det(Q(z))}{\pi^k}} \exp\left\{-\frac{1}{2}((u-m(z)), Q(z)(u-m(z)))\right\}$$

where $(a,b)$ denotes the dot product of two vectors $a$ and $b$. Furthermore we suppose that given the path $(z(0), z(\delta), \ldots, z(k\delta), \ldots)$ the signal level vectors are independent in distribution. This is a strong assumption but it is reasonable if we consider that $\delta_T$ is large compared to the Doppler period of the radio system.

B. Localization Algorithm parameters

Our objective is to give an estimate of a node’s path $(\hat{z}(0), \hat{z}(\delta_T), \ldots, \hat{z}(k\delta_T))$. The localization algorithm is based on an a priori knowledge of functions $Q(z)$ and $m(z)$. For reasons of clarity we will sometime drop the variable $z$ when no ambiguity is possible and refer to $Q$ and $m$.

We define the matrix $R(z)$ as function of position $z$ in the following way:

$$R(z) = -\frac{1}{2} \left( (\nabla_z Q)^{-1}(\nabla_z Q) - (\nabla_z m)(\nabla_z m)^T \right)$$

where $\nabla_z$ denotes the differential operator with respect to vector $z$. Notice that the matrix $R$ issued from tensor products is a symmetric $2 \times 2$ matrix with:

$$\text{tr}((\nabla_z Q)^{-1}(\nabla_z Q)^{-1}) = \left[ \begin{array}{cc} \text{tr}\left((\nabla_z Q)^{-1}(\nabla_m Q)^{-1}\right) & \text{tr}\left((\nabla_z Q)^{-1}(\partial_Q \partial_m Q)^{-1}\right) \\ \text{tr}\left((\partial_Q \partial_m Q)^{-1}(\nabla_m Q)^{-1}\right) & \text{tr}\left((\partial_Q \partial_m Q)^{-1}(\partial_Q \partial_m Q)^{-1}\right) \end{array} \right]$$

and

$$\text{tr}(Q(m) \otimes (\nabla_z m)) = \left[ \begin{array}{ccc} \text{tr}(Q(m) \otimes m) & \text{tr}(Q(m) \otimes (\partial_m m)) \\ \text{tr}(Q(m) \otimes (\partial_Q m)) & \text{tr}(Q(m) \otimes (\partial_Q m) \otimes (\partial_Q m)) \end{array} \right]$$

Let $v$ be an arbitrary vector of the signal. We define $L(z, v) = -\log(p(v|z))$ as a quadratic function of $v$ defined in III-A, and therefore we assume that $\nabla_z L(z, v)$ is a computable quadratic vector of $v$ with two components: $\frac{\partial}{\partial v} L(z, v)$ and $\frac{\partial}{\partial v} L(z, v)$.

IV. THE PATH TRACKING ALGORITHM AND ITS PROPERTIES

A. The path tracking algorithm

The proposed path tracking algorithm is the following

**Proposition 1** Let $\tilde{z}(t) = z$ when $t$ is an integer multiple of $\delta_T$ we define:

$$\tilde{z}(t + \delta_T) = \tilde{z} + R^{-1}(z)\nabla_z L(z, v(t + \delta_T)).$$

**Lemma 1** We have the expression

$$\nabla_z L(z, v) = \text{tr}(Q(v - m(z)) \otimes \nabla_z m(z)) - \frac{1}{2} \text{tr}((v - m(z)) \otimes (v - m(z)) \nabla_z Q) + \frac{1}{2} \text{tr}(Q^{-1} \nabla_z Q)$$

**Proof:** Noticing that in (III-A) $\langle (u - m(z)), Q(z)(u - m(z)) \rangle = \text{tr}(Q(u - m(z)) \otimes (u - m(z)))$ and also that $\log(\det(Q)) = \text{tr}(\log(Q))$ and $\nabla_z \text{tr}(\log(Q)) = \text{tr}(Q^{-1} \nabla_z Q)$ we obtain the claimed result. \hfill \blacksquare

B. Properties of the algorithm

In this section we assume that the trajectory of the mobile node is deterministic. Since only the signals are random, the estimated path $\hat{z}(t)$ is a random variable. In the following we will assume that $\hat{z}(t)$ is given at a given time, and we analyze the distribution of $\hat{z}(t + \delta_T) - \hat{z}(t)$ the drift of the algorithm at time $t$.

**Theorem 1** (zero average drift property) Let $z(t) = z(t + \delta_T) = z$ given that $\hat{z}(t) = z$ we have

$$E(\hat{z}(t + \delta_T)) = z.$$

**Theorem 2** (Small average drift property) Let $z(t) = z$ and $z(t + \delta_T) = z + \delta Z$, given that $\hat{z}(t) = z$ we have when $\delta z \to 0$

$$E(\hat{z}(t + \delta_T)) = z(t + \delta_T) + O(||\delta z||^2).$$

**Theorem 3** (Error estimate) Let $z(t) = z(t + \delta_T) = z$, given that $\hat{z}(t) = z$ we have the covariance matrix of $\hat{z}(t + \delta_T)$ equal

$$\text{cov}(\hat{z}(t + \delta_T)) = R^{-1} F(\Theta) R^{-1}.$$

Where $F(\Theta)$ corresponds to the Fisher information matrix of the multivariate normal distribution which is followed by the vector of the received signals and $\Theta$ is the parameter vector $\Theta = [\theta_1, x, \theta_2, y]$ which means: $\Theta = z$.

$$F(\Theta)_{nm} = \frac{\partial m(z)}{\partial m_n} Q(z) \frac{\partial m(z)}{\partial m_m} + \frac{1}{2} \text{tr}(Q(z) \frac{\partial Q(z)}{\partial m_n} Q(z) \frac{\partial Q(z)}{\partial m_m}).$$
V. EXPERIMENTATIONS

A. Simulations based on pre-determined differentiable functions

To simplify, we assume that the access point signals are independent distributions, i.e., matrix \( Q(z) \) are always diagonal. The diagonal coefficients of \( Q(z) \) are the sequence \( \frac{1}{\text{var}_i(z)} \).

We set \( m(z) = (m_1(z), \ldots, m_k(z)) \). We assume that the statistic parameters: \( m_i(z), \text{var}_i(z) \) are the pre-determined analytical functions of the plane:

\[
\begin{align*}
\text{var}_1(z) &= \frac{90}{(x-x_i)^2 + (y-y_i)^2 + 1} \\
\text{var}_i(z) &= \frac{1}{(x-x_i)^2 + (y-y_i)^2 + 1} \quad (i \neq 1)
\end{align*}
\]

where \( (x_i, y_i), i \in [1, 6] \) represents the coordinates of the access point number \( i \) in the plane. The mean model given above is realistic since the received signal strength decreases when the distance from the AP increases.

We start by simulating a uniform circular motion (figure ??(a)), whose center is located at \((8, 4)\) and whose angular velocity \( \omega = \angle 14.32^\circ / \text{second} \). Then, we check whether our algorithm can track and predict a more complicated non-uniform motion such as a sinusoidal motion. The parametric equations of these two motions are given below: with \( a = \frac{3}{4}, b = 4, c = 1 \):

\[
\begin{align*}
x(t) &= a \cos(t) + b \\
y(t) &= ct
\end{align*}
\]

We tracked the circular and the sinusoidal motions assuming that each signal is distributed according to an independent normal distribution \( \mathcal{N}(m_i(z), \text{var}_i(z)) \). (figure ??(b)). Then we tracked the same motions considering that each signal received in the case of the circular motion is an independent gamma distribution \( \Gamma(k, \text{mean}_i(z)) \) with \( k = 7 \). (figure 2(a)) and each signal received in the case of the sinusoidal motion is distributed exponentially with a parametric mean equals to \( m_i(z) \) (figure 2(b)). We can notice that our algorithm is still faithful even for a non Gaussian distributed signal strengths.

Fig. 1. Results using a predetermined analytic functions for \( m(z), Q(z) \):

(a) Real Path Vs predicted Path, uniform circular motion
(b) Real Path Vs predicted Path, sinusoidal motion

B. Experiments based on signal maps via a discrete model

Since we are trying to locate the mobile node on the plane, it is impossible to measure and store all the values of parameters \( m(z) \) and \( Q(z) \) at every continuous position \( z \); and we can only afford to measure the parameters \( m(z), Q(z) \) for a finite set of positions \( S \) following a grid pattern. Given this information, we want to interpolate the values of \( m(z), Q(z) \) and \( \nabla_z m(z), \nabla_z Q(z) \) at any position on the plane. This is done via a triangulations spanning technique using barycentric coordinates in each triangle, such as is often used in finite element methods. Triangulation is obtained with the Voronoi method.

1) Description of the Environment: we carried out our experiments inside a hall building (figure 3(a)), hall building which contains more open space, but contains hosts many metallic grids which affect the signal propagation. This indoor environment is very heterogeneous for the experimentants.

2) The signal maps: The sensing process used to establish the signal map corresponds to capturing WIFI signals. To create the signal map, the signals are filtered via a Mmapsonete Carlo method to get its multivariate density. The mean vector and covariance matrix are calculated for each position in \( S \).

We created a signal map for the hall building, this latter is a lattice of 96 points organized in twelve lines of eight rows (figure 3(b)). As shown in (figure 3(b)), our test areas are relatively small compared to the test area of[7].

3) Describing the experiments: To simulate the measured signals on the mobile node, the vector of the received signals strength is created by simulating its multivariate density that has been obtained during the signal map creation process. But the signal map used by the tracking algorithm uses only the mean vector and covariance matrix obtained for each position. The mobile node’s position is generated using parametric equations.

We describe our results using the following parameters: number of iterations, the number of received signals vectors and the position error. The number of iterations corresponds to the number of time steps taken by the path of our mobile node. An iteration corresponds to the prediction made by the algorithm for one time step. In our experiments one time step \( \delta_T \) equals one second. To analyze the results, we compute the average position error, the 50, the 70 and the 90 percentiles errors in meters or expressed as the ratio with the signal map discretization unit length. We define the displacement vector as the vector between the two positions of the mobile node before and after one time step. We also compare the magnitude of the displacement vector to the average position error.

4) Results from the signal map of the hall building (Table: I, II): We tracked three different motions (figure 4, ??): a uniform linear motion whose initial position is \((0.765, 0.765)\), a uniform circular motion whose center is \((3.39, 3.24)\), and finally a sinusoidal motion whose initial position is \((2.40, 0.45)\) and which evolves according to the equation ((4)) with
The discretization length of the signal map of the hall building is 0.765 m, which is almost three times smaller than the magnitude of the displacement vectors (table: V-B4). We have designed and developed a positioning algorithm which does not need any information about the motion model, but is based on a Gaussian model of the signal distribution in each position. We have shown analytically that the algorithm isfaith full on average for one time step, i.e. the average drift is zero when the mobile node stays motionless, and equal to the displacement vector when the mobile moves, as long as the displacement vector is small. We have an analytical evaluation for the position error by providing the covariance matrix of the drift. Our analysis is confirmed by simulations.

Future work can be the extension of our analytical results. We need to analyse the convergence of the algorithm when the initial position is arbitrary. The simulations suggest that the convergence is fast. We also need to prove that the error estimate does not amplify and diverge when the tracking duration increases. Simulations suggest that the error remains stable.

VI. CONCLUSION

We have designed and developed a positioning algorithm which does not need any information about the motion model, but is based on a Gaussian model of the signal distribution in each position. We have shown analytically that the algorithm is faithful on average for one time step, i.e. the average drift is zero when the mobile node stays motionless, and equal to the displacement vector when the mobile moves, as long as the displacement vector is small. We have an analytical evaluation for the position error by providing the covariance matrix of the drift. Our analysis is confirmed by simulations.

Future work can be the extension of our analytical results. We need to analyse the convergence of the algorithm when the initial position is arbitrary. The simulations suggest that the convergence is fast. We also need to prove that the error estimate does not amplify and diverge when the tracking duration increases. Simulations suggest that the error remains stable.
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